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Noise Cancellation Using Fuzzy Inference System 

Abstract: 

Noise Cancellation technology is aimed at reducing unwanted ambient noise 

and can be achieved using two different methods. The first of these is passive 

noise cancellation which is an approach that focuses on preventing sound 

waves from reaching the eardrum, and active noise cancellation which uses 

aural overlap and destructive interference to target and attenuate background 

noise. While passive and active noise cancellation may be applied separately, 

they are often combined to attain maximum effectiveness in noise cancellation. 

In this paper, a noisy signal has been applied as an input to Takagi-Sugeno- Kang 

(TSK) FIS and a filtered output has been obtained. Using fuzzy rule base and 

membership functions, if then rules have been created to cancel the noise from 

noisy signal and surface view has been plotted.  

Keywords: Fuzzy Logic, Fuzzy Inference System (FIS), Membership Function, 

Takagi-Sugeno- Kang (TSK). 

 Introduction: 

Noise Cancellation means removal of unwanted signal like removing noise from 

a noisy signal. Noise Cancellation can be achieved using adaptive filters [4]. A 

voluminous work is available in noise cancellation using neural networks. There 

are numerous techniques available using Gradient Search Method [8], Least 

Square Design [5], Hopfield Network based Design [10], Chebyshev 

Approximation [6], etc. for noise cancellation. Most of these methods are 

analytical techniques. They work well with well-defined filter formats and the 

availability of accurate design data, such as the input and output of the filter. In 

this paper, an attempt has been made for noise cancellation using fuzzy 

inference system. A comparison has been shown between Neural Network 

Approach and Fuzzy Inference System approach in Table 1. 

Fuzzy Inference System 

Fuzzy Logic is extension of Boolean logic. It incorporates partial values of truth. 

Fuzzy logic is a problem-solving control system methodology Fuzzification is 

generalization of theory from discrete to continuous [1]. It can be implemented 

in software, hardware, or a combination of both. Fuzzy logic provides a simple 

way to arrive at a definite conclusion. Conclusion is based upon ambiguous or 

vague, noisy, imprecise, or missing input information. By using fuzzy logic, 

designers can realize superior features, lower development costs, optimized 

and better end product performance. Products can be brought to market faster 

and also more cost-effectively. Fuzzy logic is gaining increasing acceptance for 

the past couple of years. Fuzzy logic consists of simple rules-like if X and Y then 
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Z. It does not model system mathematically. Fuzzy logic models are called as Fuzzy Inference System [1, 3]. 

These models consist of number of conditions i.e "ifthen" rules. Fuzzy Inference Systems (FIS) are rulebased 

systems. It is based on Fuzzy Set Theory and Fuzzy Logic. FIS are mappings from an input space to an output 

space. FIS allows constructing structures which are used to generate responses (outputs) for certain 

stimulations (inputs). In terms of inference process, there are two main classes of FIS viz. the Mamdani-type 

FIS shown in Figure 1 and the Takagi-Sugeno- Kang (TSK) type FIS shown in Figure 2. TSK FIS is also called as 

Sugeno FIS. In Mamdani based Fuzzy Inference System, inputs and output have an If-Then rules. A typical rule 

in a Mamdani fuzzy model is : IF X is Negative Big AND Y is Negative Small THEN Z is Very Small. Sugeno-type 

systems are used to model any inference system in which output membership functions are either linear or 

constant. It is also called as Takagi-Sugeno-Kang. Sugeno output membership functions, z are either linear or 

constant. A typical rule in a Sugeno fuzzy model is : If Input 1 = x and Input 2 = y, then Output is z = ax + by + c. 

For a zero-order Sugeno model, the output level z is a constant (a=b =0). A zero order Sugeno FIS can 

reasonably approximate a Mamdani FIS. In computational terms, a Sugeno FIS is more efficient than a 

Mamdani FIS [6, 8]. It is so because, Sugeno FIS does not involve computationally expensive defuzzification 

process. Also, a Sugeno FIS always generates continuous surfaces. The continuity of the output surface is quite 

important. 

 

Fig.1 Mamdani Type FIS 

 

Fig.2 Takagi Sugeno Type FIS 
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Table.1 Comparison between ANN and FIS 

Neural Network  Fuzzy Inference System 

Prior rule base 
knowledge cannot be 

used 

Prior rule base 
knowledge cannot be 

used 

Prior rule base 
knowledge cannot be 

used 

Prior rule base 
knowledge cannot be 

used 

Prior rule base 
knowledge cannot be 

used 

Prior rule base 
knowledge cannot be 

used 

Prior rule base 
knowledge cannot be 

used 

Prior rule base 
knowledge cannot be 

used 

Prior rule base 
knowledge cannot be 

used 

Prior rule base 
knowledge cannot be 

used 
 

Noise Cancellation Using MAMDANI FIS 

In this section, we have developed a fuzzy logic based scheme to filter a noisy signal. This can be applied in 

industrial domain to reduce noise from signal. A one input and one output MAMDANI Fuzzy Inference System 

is designed for the filter where the input is a noisy signal and the output is a filtered output. Fuzzy rules have 

been used to obtain the filtered output. The de-fuzzified filter output has been obtained using centroid 

method. A graph between input and output is also plotted in Figure 3 where filtered output is taken along Y 

axis and noisy signal is taken along X axis. The membership functions used for noisy signal are: Very small noisy 

signal, small noisy signal, medium noisy signal, zero noisy signal, large noisy signal and very large noisy signal. 

The membership functions used for filtered output are: Small filter operation, Medium filter operation, Zero 

filter operation and large filter operation. The six membership functions used for input are: 

MF1='med': 'trimf',[31.3174603174603 

43.0174603174603 54.9174603174603] 

MF2='small': 'trimf', [14.7611111111111 

25.5291005291005 40.3111111111111] 

MF3='zero': 'trimf',[48.8222222222222 

61.0222222222222 76.3222222222222] 

MF4=‘vsmall’: 'trapmf', *0.905550264550259 

1.10555026455026 4.36455026455026 

20.5026455026455] 

MF5='vlarge': 'trapmf',[83.994708994709 

94.1 99.1 99.1] 

MF6='large': 'trimf',[64.6825396825397 78.8 95.1] 
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The four membership functions used for output are : 

MF1='Med': 'trimf',[0.306 0.438 0.564814814814815] 

MF2='Zero': ‘trimf',*0.52189417989418 

0.65589417989418 0.80789417989418] 

MF3='Large': 'trimf',[0.747354497354497 0.861 1] 

MF4='small': 'trimf',[0.00267248677248675 

0.183872486772487 0.377772486772487] 

 

Fig.3 Surface View 

Figure 4 shows the six membership functions used for noisy signal input and the filtered output. As the noisy 

signal value increases, the filter output decreases. Since the input noisy signal range has been selected 

between 0 to 100 and to view the variation in filtered output as noisy signal vary, the surface view has been 

plotted in Figure 3.All the results have been obtained in MATLAB. 

 

Fig.4 Rule base and membership functions for input and output 
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Results and Discussion 

In this paper, an attempt has been made to design a MAMDANI FIS using fuzzy rule base and membership 

functions. A comparison between Neural Network approach for noise cancellation and FIS approach is also 

made. From the previous study, it has been found that the computational complexity and time consumption 

using neural network approach is much greater than the FIS approach. For a noisy signal in the range 0 to 100, 

if 35.7 is selected as input we get filtered output of 0.296. Similarly, for different values of the input signal, the 

value of the filtered output can be measured. In future scope, more than one input can be considered and the 

response can be viewed using MATLAB. Not only this, but by increasing the membership functions and by 

using different de-fuzzification methods (other than centroid method used here), the output response can be 

viewed. Another FIS i.e. Sugeno FIS can also be obtained using fuzzy or some other AI technique like Neuro 

Fuzzy [2]. 
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